1. 试析随机森林为何比决策树Bagging集成的训练速度更快。
2. 试比较Gradient Boosting与AdaBoost的异同。
3. 试比较包裹式选择、过滤式选择与嵌入式选择的异同。
4. 试述直接求解L0范数正则化会遇到的困难。
5. 试述为什么基于L1范数可以进行特征选择。
6. 试比较K-SVD与K-means方法的异同。